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*Abstract*—RAID,Redundant Array of Indepen-

dent Disks is a data storage virtualization tech-

nology that combines multiple physical disk

drive components into one or more logical units

for the purposes of data redundancy, perfor-

mance improvement, or both. But how to

quantify the evaluation of RAID performance

**is a problem. In this paper, a concise mathematic tool is adopted, Queueing Model, to establish a system model of RAID. By the general RAID model, the performance of RAID storage system can be measured, which give a theoretical basis for further studying on the optimal performance of RAID storage system.**
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# Introduction

RAID, Redundant Array of Inexpensive (or Independent) Disks is a data storage virtualization technology that combines multiple physical disk drive components into one or more logical units for the purposes of data redundancy, performance improvement, or both.

Storage system performance, especially access speed, is extremely important for computers and networks.The improvement of system performance depends on the correct analysis method and careful calculation and design. Only through systematic analysis to identify the key factors that affect performance, and thus take measures to overcome the weak links in the system to achieve the balance of all links in order to achieve the desired speed requirements. RAID is widely used for its superior features, but the speed of storage systems is far behind the speed of CPU development. We need to analyze the performance of RAID, so find ways to improve RAID performance.

The contributions of this paper is: This paper establishes the system model of RAID0,RAID1 and RAID5 based on M/G/1 queueing theory and build model for FC-RAID in SAN.

This paper is organized as follows. Section Ⅱpresents RAID ,FC-RAID and some statistics for disk drives. Section Ⅲ establishes a model of RAID0,RAID1,RAID5 and FC-RAID using M/G/1 model. In Section Ⅳ, we present some analysis result, followed by the conclusion in Section Ⅴ.

# Preliminary

## RAID and RAID level

RAID mainly thanks to the block and cross-access technology. Disk array performance differences because of the adoption of different data cross granularity and redundant information placement and calculation methods, so by the data organization is divided into different levels. All levels are in line with the following three things in common, only RAID0 level no parity information, not subject to article 3).

1) RAID is a collection of drives (either HDDs or SSDs or a mixture of both), but is considered a logical drive device under the operating system.

2) data block, and distributed in a group of disk drives

3) redundant drive used to store the verification information, in the event of a drive failure to ensure data recovery.

**RAID0** Its settings are for performance comparison with other levels. At the same time because of its high data rate, but for some of the backup can be reissued, requiring data transmission rate of high occasions. It has the best performance due to the calculation of non-redundant information, but the data is less reliable.

**RAID1** Each of its data disks has a mirrored disk. When you write to a disk drive, the data is written to its mirrored disk at the same time; while the read operation, only the disk drive with the shortest wait time and the shortest seek time is read. When a disk fails, it can read data from its mirror disk. High reliability, high I / O rates, double storage capacity, and high cost.

**RAID5** Disk arrays whose parity information's distribution is rotated use block interleave.

 RAID usually has seven levels, here we analyze

three.

## FC- RAID

Fiber Channel Disk Array (FC-RAID) storage systems are composed of embedded software and hardware. FC-RAID hardware architecture mainly include the following components: processor, memory, FC card, SCSI card,SCSI disk. Fiber card work in the target mode, acts as master-slave channel card, used to receive the host to send I / O requests. The processor processes the SCSI commands according to the RAID level. The SCSI commands are forwarded to the SCSI card. The SCSI card works in the initiator mode and acts as a serial controller. The SCSI commands are executed in parallel between the strings so that multiple disks can do I/O operation simultaneous-

ly, return data and status to the host finally. In the storage area network based on Fiber Channel disk array technology, users access the storage server through the IP network, and the server forwards the user request to the Fiber Channel Disk Array for data access through the Fiber Switch. When multiple hosts access Fiber Channel Disk Arrays at the same time, their data access patterns characterize like I/O requests in the network environment.

I/O process in the storage area network is as follows: The storage server sends I/O requests to the disk array through Fiber Channel. The I/O requests are queued at the end of the array in master-slave channel card. When a read request is made, search for the corresponding data, the read hit, directly from the prefetch cache to read data back to the host, if not hit, then read prefetch command will be generated, read data from the disk and write to cache, and the data into return to the queue waiting for Fiber Channel writing back to the host. For the write command, using write and wear strategy, the data is written to the disk that the write completed, while returning to the host to complete the state.

## statistical average of disk drive access time

 Disk drive access time is part of the subsystem I / O response time, which contains three parts of time: seek time, wait for sector arrival time, data transfer time, if ,,and , respectively, the driver's Access time  is the sum of these three, that is

  (1)

where  (B is the amount of data transferred,  is the disk drive data transfer rate).

**Seek Time ** The probabilistic distribution of seek time is related to the application environment of the host computer and the realization technology of the disk seek actuator, which can generally be regarded as uniform distribution, exponential distribution or polynomial distribution. Here we adopt exponential distribution whose probability density function is:

 (2)

s is a constant related to disk characteristics.The average and second order moments of **** are:

  (3)

 (4)

Calculation process see appendix.

**Rotation Delay Time**  Because the disc speed is constant, the sectors are evenly arranged on the track, and the seek time is independent of the rotation angle of the disc. Therefore, the Trot obeys the uniform distribution, and in the worst case, equal to the disc rotation time, the best The situation is 0, the probability density function

is  ,where N is the num of sectors on a track. Therefore, the statistical mean value  and the second moment  of the waiting sector time are obtained as and . Where, t for a sector turn time, Nt for a turn of time.

# Model Analysis

## The performance analysis of RAID0

 RAID0 I / O response time can be obtained from the disk drive access time and control system overhead. Suppose the number of disk drives in the system is N, as shown in Figure 1.

Figure 1 RAID0 Drive Service Queuing Model

 If the I / O request arrives according to Poisson distribution, the request arrival rate is a, and after the command is decomposed, a sub-command queue is formed for each driver and the probability of reaching each driver is equal and equal probability distribution, and then each drive command arrives with a probability of 1 / N, each drive requests a reachable rate  。Each drive in the system has its own data path, and commands can be executed in parallel. For simplicity, assume that read and write operations have the same access time. So you can find out the average I / O service time for each drive in RAID0 is：

 (5)

where ,are Seek time and waiting sector time expectations respectively，，are transfer time of a batch of data B with the drive transfer rate rd and the SCSI channel's data rate rc.. The degree of dispersion of T is expressed in terms of its second moment：

  (6)

where 

 According to the P-K formula of M / G / 1 queuing model, the average queuing waiting time of each driver can be obtained as

 (7)

 The average response time should be the average of the I / O service times the disk drive transfers data through the SCSI adapter plus the average queuing latency for each drive, so the average drive-to-array response time, Tdisk, is

  (8)

Since multiple drivers work in parallel, the average response time of the array  is, at best, equal to the average response time Tdisk of the drive-to-array,so

  (9)

If the disk drive's request arrival rate is large enough for the disk drive to work at full capacity, that is, the controller's CPU is fully on standby for a certain period of time, the disk drive utilization

，the maximum throughput of the drive can be calculated as. Therefore, the maximum rate of arrival of the array is

  (10)

 In the case of the maximum throughput, if Bmax is the data transfer rate at this time, then

  (11)

 where, L is the size of the IO request block, the block size is evenly distributed between [1, W], and the average block size is . Degree of dispersion (second moment) .

## The performance analysis of RAID1

 RAID1 is a typical mirror disk structure, its service queuing model shown in Figure 2:

Figure 2 mirror system queuing model

Similarly, suppose the arrival of I / O requests is Poisson distribution, and the request arrival rate is. Both drives read and write the same data, and their arrival rates are the same, equal to the total I / O request arrival rate. If the length of the data to be read and written is L, the I / O service time expressed as its expected value is:

 (12)

The degree of dispersion of expectations expressed as the second-order moment is：

 (13)

where .

According to the M / G / 1 queuing model, the average queuing latency  for each drive can be calculated as:

 (14)

The average response time  is:

 (15)

When disk utilization ，。With the number of bytes said，

 (16)

## RAID5 chunk data request I / O response time analysis

In RAID5, if the total number of drives is N, the number of one verification group is equal to (N-1) blocks. In this way, the data length L of each IO is less than or equal to the data amount of one verification group in terms of the number of blocks and is identified as a large block,

. When less than a verification group of data, after the grouping, disk storage space debris. If equal to a verification group of data, the block, just make use of all the block space. Discussed separately as follows:

### Fragment read and write service time

When the IO request is a read request, the read service time Tra is: ;When the IO request is a write request, the write service time Twa is: ,

where ,(L is the number of request blocks, B is the block size, t is the exclusive OR calculation time)

### Full block read and write service time

When full block, the verification calculation time is , writing service time is: ,reading service time is .Suppose the probabi-

lity of two types of IO service requests are Pa, Pb, and Pa + Pb = 1, then the service time of the driver T is:

  (17)

Their expected and second moments are E[T] and E [T2], respectively.

Again, according to the M/G.1 queuing model,

,,,and .

In the above discussion and calculation, the reference probability of Pa, Pb, Pr, Pw, etc., but do not know what IO distribution should be distributed function, according to the literature that the IO load obeys the geometric distribution.

## The performance analasis of FC-RAID

From the above we can see that the disk array I/O response process can actually be divided into two parts: prefetch scheduling queuing process and Fiber Channel transmission queuing process. For the read request, the input process of prefetch queue is exactly the process of request entry for the Fiber Channel transmit queue, and for the write request, the output of Fiber Channel transmit queue is just the request entry process for the prefetch queue. Therefore, the system’s service queuing model can be seen as two queuing systems in series. According to the queuing theory, if the arriving process is Poisson distribution in the tandem queuing system, and the service time of each service station is subject to the independent negative exponential distribution, then each service station can be considered separately. The tandem queuing system can be reduced to a separate queuing system. So we can consider prefetch scheduling service queue and Fiber Channel transmission queue separately. The figure of the model is shown in Figure 3.

Figure FC-RAID service model


### Prefetch scheduling service time

Prefetch scheduling queuing model is shown in Figure 4.

Figure Prefetch scheduling queuing model diagram

Assuming that the I / O request is Poisson distribution, the request arrival rate is λ, where the read request probability is pr, the write probability is pw = 1-pr, the read-hit probability is hr, and the number of disk array disks is N. Each of the N disk drives has an independent data transfer channel and can achieve full parallel operation.

Disk service time, disk seek time, rotation delay and their expectations and second-order moments

.etc are the same as above.

 Assume that when a read request misses a prefetch cache, I / O operations have the same probability on all disk drives, that is, the load is balanced, and the I / O request rates on each disk drive in the array are equal.

  (18)

According to the M / G / 1 queuing formula, the average response time of the I / O request in the disk drive can be obtained as:

  (19)

So for the prefetch scheduling service queue, the I / O average response time:

 (20)

### Fiber Channel transmission time

For Fiber Channel transmission service queues, assuming that the data transmission time is a negative exponential distribution and the average service time is Tfc, the average speed of services is μ. According to the M/M/1 queuing formula , the average queueing time of I/O requests can be obtained:  .

 Then the total response time of I/O average Fiber Channel disk array is:

  (21)

# The Result Analysis

## Analysis Result of RAID0

 According to equation (3) ,(4),(5)and(6), with the same I / O request arrival rate, as the number of disk drives increases,decreases, so average queuing latency decreases, so that the average IO response time of the RAID0 disk array decreases and the system throughput increases. According to equation (6), increasing the block size for I / O requests E[L] increases the maximum data transfer rate for RAID0.

## Analysis Result of RAID1

 The two drives in the mirroring architecture have the same status. The I / O commands do not need to be decomposed. The two drives have the same load size. That is, the data volume processed by each drive is L, so the data traffic per second is equal. As L increases, the I / O response time also increases proportionately.

## Analysis Result of RAID5

All requests are full block writes with the highest throughput of IOs and the longest response time of all “small write” case.

## Analysis Result of FC-RAID

 The higher the cache hit rate, the shorter the average response time. When the load is all random read, the cache hit rate is the lowest, the response time is longest.

# Conclusion

RAID storage system is a parallel system, with the characteristics of scalability, transparency and heterogeneity. Queuing theory is a way to analyze RAID performance. With the development of knowledge base, machine learning, intelligent problem solving, parallel database, scientific computing and other fields, RAID will be put forward higher requirements. In this paper, by modeling and analysis several levels of RAID and FC-RAID, obtained some ways to enhance RAID performance.

# Appendix

## The expectation of Tseek and the derivation of second moment
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